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What is Politeness
Being marked by or showing consideration for others and observance of accepted social usage - Free 
Dictionary

Having or showing good manners and respect for the feelings of others - Oxford Learner’s Dictionary

Showing or characterized by correct social usage

Marked by an appearance of consideration, tact, deference, or courtesy

Marked by a lack of roughness or crudities

Politeness encompassess behavior that is socially correct and acceptable

https://www.merriam-webster.com
/

https://www.thefreedictionary.com/
https://www.thefreedictionary.com/
https://www.oxfordlearnersdictionaries.com/
https://www.merriam-webster.com/
https://www.merriam-webster.com/


Example of Politeness can be

Student: Excuse me, Mr. Buckingham, but can I talk to you for a minute?

Teacher: Sure.

—-------------

Friend 1: Hey Katie, got a minute?

Friend 2: Yes



Linguistics Politeness
● Maintain[ing] the social equilibrium and the friendly relations which enable us to assume that our 

interlocutors are being cooperative in the first place (Leech 1983)

● Politeness, like formal diplomatic protocol (for which it must surely be the model), presupposes that potential 

for aggression as it seeks to disarm it, and makes possible communication between potentially aggressive 

parties (Brown and Levinson 1987) 

● Means of minimizing confrontation in discourse - both the possibility of confrontation occurring at all, and the 

possibility that a confrontation will be perceived as threatening (Lakoff 1989)

● All that is really being claimed is that people employ certain strategies for reasons of expediency – experience 

has taught us that particular strategies are likely to succeed in given circumstances, so we use them (Thomas 

2014)

● Being tactful, modest and nice to other people (Yule 2020)



Approaches to Politeness in Linguistic Studies



Approaches to Politeness in Linguistic Studies



Face-based Approach to Politeness: Brown and 
Levinson Politeness Theory

Everyone has public self-image which has relation to social and emotional sense of self and expects everyone 

else to recognize (Brown and Levinson 1987)

FACE



Politeness Definition by Brown and Levinson

Politeness in interaction can be defined as the means employed to 

show awareness of another person’s face



Face Wants

● People generally behave as if their expectations concerning their public self-image, or their face wants 

will be respected.

● If a speaker says something that represent a threat to another person’s expectations regarding 

self-image, this is face-threatening act (FTA).



Types of Face: Positive Face

Positive face is the need to be accepted, even liked by others, to be treated as a member of the group and to 

know that his or her wants are shared by others. 

Your friend asks for a ride to the airport.

Positive face needs: You think, I better take him because I want him to like me and I want the reputation of 

being a reliable person (Goffman 1965)



Types of Face: Negative Face

Negative face is the need to be independent to have a freedom of action and not to be imposed by others. 

Your friend asks for a ride to the airport.

Negative  face needs: You think, this is not favorable, I don’t feel like driving this guy to the airport. I have 

other stuff that I could be doing like sleeping, or saving the gasoline in my car. He can find his own ride. 

(Goffman 1965)



Positive face is the need to be connected 
and negative face is the need to be 

independent 

Politeness is defined as a necessary element to mitigate acts 
that threaten either positive or negative face of an individual.



Politeness Strategies
Politeness strategies are used to formulate messages in order to save the hearer's positive and negative face 

when face-threatening acts are inevitable or desired (Brown and Levinson 1987).

Politeness Strategies

Bald 
on-record

Positive 
Politeness

Negative 
Politeness

Off-record/
Indirect

Withhold the 
FTA



Bald on-record

● It does not attempt to minimize the threat to the hearer's face, although there are ways that bald 
on-record politeness can be used in trying to minimize face-threatening acts implicitly, such as giving 
advice in a non-manipulative way.

● Often using such a strategy will shock or embarrass the hearer, and so this strategy is most often 
utilized in situations where the speaker has a close relationship with the listener, such as family or 
close friends.

● Perform the FTA in the most direct, clear, unambiguous and concise way possible

● Example: 
(i) Please make a cup of tea. (said to a close friend) 
(ii) Don’t forget to clean the blinds!



Positive Politeness

● It aims to mitigate the potential harm to the hearer’s positive self-image.

● These strategies are used to make the hearer feel good about themselves, their interests or 

possessions, and are most usually used in situations where the audience knows each other fairly well, 

or an individual's positive face needs, or self-worth, have to be met.

● Example:

(i) Yum! You make such a great sandwich! Would you make some? 

(ii) This piece of work is really fantastic. Well done!



Negative Politeness

● It is oriented towards the hearer's negative face and emphasize avoidance of imposition on the hearer.

● By attempting to avoid imposition from the speaker, the risk of face-threat to the hearer is reduced.

● It presumes that the speaker will be imposing on the hearer and there is a higher potential for 

awkwardness or embarrassment than in bald on record strategies and positive politeness strategies.

● Example: 

(i) Could you please serve the meal? 

(ii) I hope offense will not be taken



Off-record/Indirect

● It uses indirect language and removes the speaker from the potential to be imposing. The strategy of doing off-record is 
to express something general or different than the speaker's true meaning and relies on the hearer's interpretation to 
have the speaker's purpose get conveyed.

● The speaker can get credit for not imposing on the hearer or give the hearer a chance to be helpful and generous.

● This strategy relies heavily on pragmatics to convey the intended meaning while still utilizing the semantic meaning as a 
way to avoid losing face.

● Example (S -Speaker, H: Hearer):

(i) If S says “I have stomach ache.”, the H may infer that S is asking for some medicines, however, if questioned, S may 
deny this. 
(ii) S: Are you going out? -H: Yes, but I’ll come home early. 



Withhold the FTA

● The speaker makes a conscious decision to abstain from performing the FTA

● Many people seem to prefer to have their needs recognized by others without having to express those needs 
in language.

● Example:

You arrive at an important lecture and and pull out your notebooks to take notes, but you discover you don’t 
have anything to write with. You think that the persona sitting next to you may provide the solution.  

You: looking inside the bag

Other person: (Offering a pen) here you can use it.



Criticism of Brown and Levinson’s Politeness 
Theory

● Universality claim: Their theory being criticized for not really being as universally applicable as claimed 

because of the limited validity across different cultures. 

● The way politeness is managed in Japan or Thailand does not match that US and UK



Politeness Variation in Linguistic Studies
Politeness is Complex: Perceptions of (im)politeness vary across individuals.

Gradations of Politeness: Behavior spans multiple levels of more or less (im)polite actions.

Context Matters: Politeness must be analyzed within a social context.

Influencing Factors

Gender Age Culture

Image Source: https://www.shutterstock.com/

https://www.shutterstock.com/


Computational Politeness in NLP

● Politeness as Natural Language Understanding (NLU) Task

○ Identifies linguistic features of politeness and predicts whether text is polite or impolite.

○ Example: 
Would you please help me? -> Polite
Would you please stop? .-> Impolite

● Politeness as Natural Language Generation (NLG) Task

○ Given the non-polite text, the objective of the politeness generation task is to generate a 
politeness-oriented text.

○ Example: 
How can we help? -> Help has arrived! We are sorry to see that you are having trouble. How can 
we help?



Politeness as NLU Task (Politeness Identification)



Politeness as 
NLG Task 

(Politeness 
Generation)



Computational Politeness Studies Beyond 
English

Politeness Identification

● Politeness detection in Hindi (Kumar at al.)

● Politeness detection in Chinese (Li et al.).

● Multilingual politeness detection in 9 

languages (e.g., Hindi, Tamil, Korean, etc.)

Politeness Generation

● Neural machine translation (NMT) to regulate 
politeness or formality

○ Honorific control in English → German (Sennrich et 
al.).

○ Formality control in English → Japanese (Feely et 
al.).

● Domain adaptation for English → 
French/Spanish/Czech translations (Viswanathan 
et al.)

● Courteous response generation for English and 
Hindi (Firdaus et al.)



Politeness-labeled Datasets

Non-conversational Datasets

● Sources: Social media, websites, blogs, and emails provide diverse textual data (e.g., user queries, 

complaints).

● Nature of Text: Often consists of requests (e.g., for help, information, or actions).

Conversational Datasets

● Sources: Interaction on social media platforms like Twitter handles, Reddit, etc. 

● Nature of Text: Multi-turn exchanges



Politeness-labeled Non-conversational Datasets



Politeness-labeled Conversational Datasets



Politeness-labeled Conversational Datasets 
(Cont.)



Approaches to Computational Politeness

(1) Statistical Approaches

(2) Deep learning-based Approaches



Statistical Approaches to Politeness 
Identification

Reference Task

Danescu-Niculescu-Mizil et al. [33] Classifier for predicting politeness in natural language
requests in English

Li et al. [88] Develop a politeness feature set, PoliteLex, that is compatible with 
both English and Mandarin to study the resemblances and distinctions 
between the US and China’s politeness and build SVM-based classifiers

Kumar [76] SVM-based classifier for identifying linguistic politeness in Hindi



Deep Learning-based Approaches to 
Politeness Identification

Reference Task

Aubakirova and Bansal [4] Convolutional Neural Network
(CNN)-based architecture using the Stanford Politeness Corpus for 
predicting politeness in natural language requests

Dasgupta et al. [34] Graph-induced transformer network (GiTN) to automatically detect 
formality and politeness in text.



Statistical Approaches to Politeness Generation

Reference Task

Madaan et al. [98] Tag and generate framework, which is a
two-staged approach for converting non-polite sentences into polite 
ones while preserving the content of the source
text. 

Fu et al. [45] Generate a paraphrase of a given message that can convey the desired 
degree of politeness in a particular communication setting using a 
pipeline approach consisting of three steps: Plan, Delete, and 
Generate. 



Deep Learning-based Approaches to 
Politeness Generation

Reference Task

Golchha et al. [49] A reinforced pointer-generator model for generating emotionally and contextually consistent courteous 
responses in task-oriented customer-care dialogues in English.

Niu and Bansal [122] Generate natural, varied, and contextually consistent polite or impolite responses for open-domain 
dialogues without parallel data

Mishra et al. [107] A reinforcement learning (RL)-based Politeness Adaptive Dialogue System (PADS) uses a DistilBERT-based 
politeness classifier to extract politeness semantics and incorporates polite rewards, factoring in user 
satisfaction, to optimize task completion.

Saha et al. [140] An ensemble of generative discriminators guiding DialoGPT to generate polite, detoxified, and emotionally 
charged counterspeech to combat online hate speech.



Statistical Approaches to Politeness 
Identification

Reference Task

Danescu-Niculescu-Mizil et al. [33] Classifier for predicting politeness in natural language
requests in English

Li et al. [88] Develop a politeness feature set, PoliteLex, that is compatible with 
both English and Mandarin to study the resemblances and distinctions 
between the US and China’s politeness and build SVM-based classifiers

Kumar [76] SVM-based classifier for identifying linguistic politeness in Hindi



Deep Learning-based Approaches to 
Politeness Identification

Reference Task

Aubakirova and Bansal [4] Convolutional Neural Network
(CNN)-based architecture using the Stanford Politeness Corpus for 
predicting politeness in natural language requests

Dasgupta et al. [34] Graph-induced transformer network (GiTN) to automatically detect 
formality and politeness in text.



Statistical Approaches to Politeness Generation

Reference Task

Madaan et al. [98] Tag and generate framework, which is a
two-staged approach for converting non-polite sentences into polite 
ones while preserving the content of the source
text. 

Fu et al. [45] Generate a paraphrase of a given message that can convey the desired 
degree of politeness in a particular communication setting using a 
pipeline approach consisting of three steps: Plan, Delete, and 
Generate. 



Deep Learning-based Approaches to 
Politeness Generation

Reference Task

Golchha et al. [49] A reinforced pointer-generator model for generating emotionally and contextually consistent courteous 
responses in task-oriented customer-care dialogues in English.

Niu and Bansal [122] Generate natural, varied, and contextually consistent polite or impolite responses for open-domain 
dialogues without parallel data

Mishra et al. [107] A reinforcement learning (RL)-based Politeness Adaptive Dialogue System (PADS) uses a DistilBERT-based 
politeness classifier to extract politeness semantics and incorporates polite rewards, factoring in user 
satisfaction, to optimize task completion.

Saha et al. [140] An ensemble of generative discriminators guiding DialoGPT to generate polite, detoxified, and emotionally 
charged counterspeech to combat online hate speech.



A Computational Approach to Politeness: 
Overview

● Detect and measure politeness (& rudeness)

● Relation between politeness and social factors

Cristian Danescu-Niculescu-Mizil, Moritz Sudhof, Dan Jurafsky, Jure Leskovec, and Christopher Potts. 2013. A computational approach to politeness with application 
to social factors. In Proceedings of the 51st Annual Meeting of the Association for Computational Linguistics (Volume 1: Long Papers). 250–259.



Data Collection: Stanford Politeness Corpus

373k requests on question-answer forums35k requests on Wikipedia talk pages

Cristian Danescu-Niculescu-Mizil, Moritz Sudhof, Dan Jurafsky, Jure Leskovec, and Christopher Potts. 2013. A computational approach to politeness with application 
to social factors. In Proceedings of the 51st Annual Meeting of the Association for Computational Linguistics (Volume 1: Long Papers). 250–259.



Examples

Requests on Wikipedia

Edit Request from Wikipedia: “Most of the 
information in here seems fine, except for 1 thing: the 
June record low of -11F at Anaktuvuk Pass in Alaska 
is dubious because it seems like that year that the 
Anaktuvuk Pass weather station was having data 
errors. Source: https://xmacis.rcc-acis.org/”

Requests on Stack Exchange 

Question from Stack Overflow: “How does Python's slice 

notation work: when I write code like a[x:y:z], a[:], a[::2] etc., 

how can I understand which elements end up in the slice? 

Please include references where appropriate.”

Answer from Stack Overflow: “You can't parse [X]HTML with 

regex. Because HTML can't be parsed by regex. Regex is not a 

tool that can be used to correctly parse HTML. As I have 

answered in HTML-and-regex questions here so many times 

before, the use of regex will not allow you to consume HTML.”

Cristian Danescu-Niculescu-Mizil, Moritz Sudhof, Dan Jurafsky, Jure Leskovec, and Christopher Potts. 2013. A computational approach to politeness with application 
to social factors. In Proceedings of the 51st Annual Meeting of the Association for Computational Linguistics (Volume 1: Long Papers). 250–259.



How to decide - Polite/Impolite

“Any code? or do we have to guess at how you did it?”

Cristian Danescu-Niculescu-Mizil, Moritz Sudhof, Dan Jurafsky, Jure Leskovec, and Christopher Potts. 2013. A computational approach to politeness with application 
to social factors. In Proceedings of the 51st Annual Meeting of the Association for Computational Linguistics (Volume 1: Long Papers). 250–259.



How to decide - Polite/Impolite

“Any code? or do we have to guess at how you did it?”

Cristian Danescu-Niculescu-Mizil, Moritz Sudhof, Dan Jurafsky, Jure Leskovec, and Christopher Potts. 2013. A computational approach to politeness with application 
to social factors. In Proceedings of the 51st Annual Meeting of the Association for Computational Linguistics (Volume 1: Long Papers). 250–259.



Data Collection: Stanford Politeness Corpus

373k requests on question-answer forums

6.5k annotated, 212 annotators, 0.6 MPC

35k requests on Wikipedia talk pages

4.5k annotated, 219 annotators, 0.7 MPC

Cristian Danescu-Niculescu-Mizil, Moritz Sudhof, Dan Jurafsky, Jure Leskovec, and Christopher Potts. 2013. A computational approach to politeness with application 
to social factors. In Proceedings of the 51st Annual Meeting of the Association for Computational Linguistics (Volume 1: Long Papers). 250–259.



How reliable is this scale?

Cristian Danescu-Niculescu-Mizil, Moritz Sudhof, Dan Jurafsky, Jure Leskovec, and Christopher Potts. 2013. A computational approach to politeness with application 
to social factors. In Proceedings of the 51st Annual Meeting of the Association for Computational Linguistics (Volume 1: Long Papers). 250–259.



Politeness Strategies
Politeness addresses two basic desires (Brown and Levinson, 1978)

(1) Desire not to be told what to do 

“You should focus on your thesis.”

“I was thinking, maybe        we               could          focus on the thesis.” - Negative Politeness

(2) Desire to be paid respect - Positive Politeness

“Hey,       nice work   on the abstract!  Thanks!”

indirect hedging 1st pers. 
(avoid 

2nd pers.)

Counterfactual 
Modals

greeting deference gratitude

Cristian Danescu-Niculescu-Mizil, Moritz Sudhof, Dan Jurafsky, Jure Leskovec, and Christopher Potts. 2013. A computational approach to politeness with application 
to social factors. In Proceedings of the 51st Annual Meeting of the Association for Computational Linguistics (Volume 1: Long Papers). 250–259.



Politeness 
Strategies
Positive (1-5) and 

negative (6–20) 

politeness strategies and 

their relation to human 

perception of politeness.



Politeness Classifier
● Bag-of-Words Classifier (BOW):

○ Model: Support Vector Machine (SVM).

○ Features: Unigram feature representation.

● Linguistically Informed Classifier (Ling.):

○ Model: SVM Features:

○ Unigram features.

○ Additional linguistic features (as listed in previous slide)

● Human Reference Point:

○ Data: Collected three new politeness annotations for each request in the dataset.

○ Performance Metric: Calculated the percentage of requests where the average score from 

additional annotations matches the original binary politeness class.

○ Example: A positive score corresponds to the "polite" class.

Cristian Danescu-Niculescu-Mizil, Moritz Sudhof, Dan Jurafsky, Jure Leskovec, and Christopher Potts. 2013. A computational approach to politeness with application 
to social factors. In Proceedings of the 51st Annual Meeting of the Association for Computational Linguistics (Volume 1: Long Papers). 250–259.



Politeness Classifier Results

A polite/impolite classifier. Why?

● observations are robust and generalizable

● also in a cross-domain setting

● extend politeness labels to very large data

Cristian Danescu-Niculescu-Mizil, Moritz Sudhof, Dan Jurafsky, Jure Leskovec, and Christopher Potts. 2013. A computational approach to politeness with application 
to social factors. In Proceedings of the 51st Annual Meeting of the Association for Computational Linguistics (Volume 1: Long Papers). 250–259.



Politeness and Social Outcome

Editors who will eventually become admins are more 
polite than non-admins than editors who will 
eventually fail to become admins. Out of their 
requests, 30% are rated in the top politeness 
quartile. This analysis was conducted on 31k 
requests (1.4k for Admins, 28.9k for Non-admins, 652 
for Failed).

Successful and failed candidates before and after 
elections. Editors that will eventually succeed 
(diamond marker) are significantly more polite than 
those that will fail (circle markers). Following the 
elections, successful editors become less polite while 
unsuccessful editors become more polite.



CNN-based Politeness Classifier

One convolutional layer followed by a pooling layer

The result is then passed to a fully-connected softmax layer that outputs probabilities over labels.

Aubakirova et. al. Interpreting Neural Networks to Improve Politeness Comprehension . In EMNLP 2016



Results

Aubakirova et. al. Interpreting Neural Networks to Improve Politeness Comprehension . In EMNLP 2016



Observations: Rediscovering Existing Strategies

Deference (+) A way of sharing the burden of a request placed on the addressee. Activation cluster examples: 

{“nice work so far on your rewrite...”; “hey, good work on the new pages...”}

Direct Question (-) Questions imposed on the converser in a direct manner with a demand of a factual 

answer. Activation cluster examples: {“what’s with the radio , and fist in the air?”; “what level warning is 

appropriate?”}

Aubakirova et. al. Interpreting Neural Networks to Improve Politeness Comprehension . In EMNLP 2016



Observations: Extending Existing Strategies

Gratitude (+) Our CNN learns a special shade of gratitude, namely it distinguishes a cluster consisting of the 

bigram thanks for. Activation cluster examples: {“thanks for the good advice.”; “thanks for letting me know.”}

Counterfactual Modal (+) Sentences with Would you/Could you get grouped together as expected; but in 

addition, the cluster contains requests with Do you mind as well as gapped 3-grams like Can you ... please?, 

which presumably implies that the combination of a later please with future-oriented variants can/will in the 

request gives a similar effect as the conditional-oriented variants would/could. Activation cluster examples: 

{can this be reported ... grid, please?”; do you mind having another look?”}

Aubakirova et. al. Interpreting Neural Networks to Improve Politeness Comprehension . In EMNLP 2016



Observations: Discovering Novel Strategies 

Indefinite Pronouns (-) Danescu-NiculescuMizil et al. (2013) distinguishes requests with first and second 

person (plural, starting position, etc.). However, we find activations that also react to indefinite pronouns 

such as something/somebody. Activation cluster examples: {“am i missing something here?”; “wait for 

anyone to discuss it.”}

Punctuation (-) Though non-characteristic in direct speech, punctuation appears to be an important special 

marker in online communities, which in some sense captures verbal emotion in text. E.g., one of our neuron 

clusters gets activated on question marks “???” and one on ellipsis “...”. Activation cluster examples: 

{“now???”; “original article????”; “helllo?????”} 

Aubakirova et. al. Interpreting Neural Networks to Improve Politeness Comprehension . In EMNLP 2016



Problem Statement: Politeness Transfer

Converting non-polite sentences to polite sentences while preserving the meaning

Madaan et. al. Politeness Transfer: A Tag and Generate Approach. In ACL 2020



Applications

Automatic Email Response Personal Chatbots Education

Madaan et. al. Politeness Transfer: A Tag and Generate Approach. In ACL 2020



Challenges

(1) Politeness is culturally diverse

Madaan et. al. Politeness Transfer: A Tag and Generate Approach. In ACL 2020



Challenges

(2) Politeness is subtle. It isn’t just “please” and “thank you” [Danescu-Niculescu-Mizil et al., 2013]

Madaan et. al. Politeness Transfer: A Tag and Generate Approach. In ACL 2020



Challenges
(3) Ill-defined class: Non-polite

(4) Data paucity (No labeled Data)

Easy to detect presence of 
politeness

Difficult to objectify 
absence of politeness

Madaan et. al. Politeness Transfer: A Tag and Generate Approach. In ACL 2020



Focus of the Work

Transfer only from non-polite to polite

Not all sentences can be made more polite

This work focus on converting request or action-directives [Jurafsky, 1997] to polite requests (while 

preserving the meaning)

Madaan et. al. Politeness Transfer: A Tag and Generate Approach. In ACL 2020



Methodology: Text Attribute Transfer by 
Learning to Tag and Generate
Transfer Desiderata:

1. Successful transfer into target style

Madaan et. al. Politeness Transfer: A Tag and Generate Approach. In ACL 2020



Methodology: Text Attribute Transfer by 
Learning to Tag and Generate
Transfer Desiderata:

1. Successful transfer into target style.

2. Retaining content words (non-attribute markers).

Madaan et. al. Politeness Transfer: A Tag and Generate Approach. In ACL 2020



Methodology: Tag and Generate Pipeline

Use tagger to TAG words indicative of the source style and get a style neutral representation.

Madaan et. al. Politeness Transfer: A Tag and Generate Approach. In ACL 2020



Methodology: Tag and Generate Pipeline

GENERATE context appropriate phrases in the target style.

Madaan et. al. Politeness Transfer: A Tag and Generate Approach. In ACL 2020



Creating Artificial Data for Training Tagger

Step-I : Remove attribute markers

Madaan et. al. Politeness Transfer: A Tag and Generate Approach. In ACL 2020



Creating Artificial Data for Training Tagger

Step-II : Generate Tags

Madaan et. al. Politeness Transfer: A Tag and Generate Approach. In ACL 2020



Creating Artificial Data for Training Tagger

Step III. Use attribute markers of the style target to generate artificial parallel data.

Madaan et. al. Politeness Transfer: A Tag and Generate Approach. In ACL 2020



Results

What % of the outputs are polite?

CAE: Shen et. al., 2017 
BST: Prabhumoye et. al., 2017 
DRG: Lo et. al., 2018

Madaan et. al. Politeness Transfer: A Tag and Generate Approach. In ACL 2020



Results

How much of the input content is preserved?

Madaan et. al. Politeness Transfer: A Tag and Generate Approach. In ACL 2020



Human Evaluation

Madaan et. al. Politeness Transfer: A Tag and Generate Approach. In ACL 2020



Qualitative Analysis

Madaan et. al. Politeness Transfer: A Tag and Generate Approach. In ACL 2020



Problem Definition 
To transform a generic chatbot response into a response which uses courteous phrases and emoticons to 

display appreciation, empathy, apology, assurance, in coherence with the state of conversation

Domain: Customer Care on Twitter

Motivation
To transform a generic chatbot reply into one that:

● Is emotionally aware and intelligent 

● Uses courteous phrases and emoticons to display appreciation, empathy, apology, assurance

● End motive is to increase user satisfaction and to build customer relations

Golchha et al. Courteously Yours: Inducing courteous behavior in Customer Care responses using Reinforced Pointer Generator Network. In NAACL-HLT 2019



Example I (Expressing Apology / Empathy )

somebody from @VerizonSupport please help 
meeeeee 😩😩😩😩 I'm having the worst luck 
with your customer service 

@115719 How can we help?

@VerizonSupport I finally got someone that 
helped me, thanks!

@115719 Awesome! 

somebody from @VerizonSupport please help 
meeeeee 😩😩😩😩 I'm having the worst luck 
with your customer service 

@115719 Help has arrived! We are sorry to see 
that you are having trouble. How can we help?

@VerizonSupport I finally got someone that 
helped me, thanks!

@115719 Awesome! If you ever need us we are 
just a tweet away.

Golchha et al. Courteously Yours: Inducing courteous behavior in Customer Care responses using Reinforced Pointer Generator Network. In NAACL-HLT 2019



Resource Creation: Data Source and Description
● Source the requisite Twitter data from the dataset made available on Kaggle

● Segment the tweet into sentences

○ Purely courteous (and non-informative) sentences must be removed 

○ Purely informative sentences must be retained

○ Informative sentences with courteous expressions must be transformed (to remove only the 
courteous part from the sentence)

Golchha et al. Courteously Yours: Inducing courteous behavior in Customer Care responses using Reinforced Pointer Generator Network. In NAACL-HLT 2019



Resource Creation: Scaling up for large data creation 
● Clustering

○ The vector-semantic representations of sentences are obtained using the sentence encoder 
trained on the SNLI corpus.

○ Use the K-Means clustering(k = 300) to cluster these sentences.

● Annotations

○ purely courteous,

○ purely informative,

○ hybrid

● Preparing generic responses

○ Obtain the generic response by removing the courteous sentences, retaining the informative 
sentences, and replacing the hybrid sentences with the prepared generic equivalents

Golchha et al. Courteously Yours: Inducing courteous behavior in Customer Care responses using Reinforced Pointer Generator Network. In NAACL-HLT 2019



Proposed Methodology

Golchha et al. Courteously Yours: Inducing courteous behavior in Customer Care responses using Reinforced Pointer Generator Network. In NAACL-HLT 2019

● Based on a reinforced pointer-generator model for the sequence to sequence task 

● The model is also conditioned on a hierarchically encoded and emotionally aware conversational context



Results: Automatic Evaluation

78Golchha et al. Courteously Yours: Inducing courteous behavior in Customer Care responses using Reinforced Pointer Generator Network. In NAACL-HLT 2019

P: Pointer Generator Model; EE: Emotional embedding
Perplexity (PPL), Content preservation (CP), Emotional accuracy (EA)



Results: Human Evaluation 

79
Golchha et al. Courteously Yours: Inducing courteous behavior in Customer Care responses using Reinforced Pointer Generator Network. In NAACL-HLT 2019

All values are in percentages.
F: Fluency, CA: Content Adequacy, CoA: Courtesy Appropriateness
Scale for F and CA - 0: incorrect or incomplete, 1: moderately correct, 2: correct
Scale for CoA: -1: inappropriate, 0: non-courteous, 1: appropriate



Generated Examples
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Golchha et al. Courteously Yours: Inducing courteous behavior in Customer Care responses using Reinforced Pointer Generator Network. In NAACL-HLT 2019



Politeness for Social Good Applications

Politeness and Related Aspects 
(Emotion, Sentiment, Empathy, Persuasion)

Counseling Persuasion



Politeness in Counseling



Politeness in Counseling Dialogue Systems
● Counseling dialogue system is the need of time

○ 20% of the global population suffers from mental health problems

○ Limited availability of experts 

● Politeness and related aspects (sentiment, emotion, empathy, persuasion) are crucial for developing a cordial 

atmosphere and establishing an emotional bond and rapport during the counseling conversation

○ Fosters a strong therapeutic alliance and promotes a client's feelings of safety, trust, and understanding

■ Reflecting and validating emotions and experiences

■ Active Listening

■ Perspective-taking

Politeness helps create a therapeutic environment where clients feel heard, 
understood, and supported, leading to increased self-awareness, personal 
growth, and positive therapeutic outcomes. Please don’t be sad, I understand how you feel.



Beneficiaries

● Victims/Survivors

● Substance Abuse and Addiction

● Individuals with Clinical Diagnoses (Depression, Anxiety etc.)

● Grief and Loss

● Stress Management

● LGBTQ+ Individuals

● Children and Adolescents

● Elderly People
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Mental Health and Legal Counseling for Victims: 
Need & Access

There is a rise in the number of crimes against 
women and children

Violence adversely affects women’s and 

children’s mental health 

Access to mental health and legal counseling support is limited

● Victims fear stigmatization and societal condemnation 

● Reluctant to seek support

Prevention of crime against women and 
children is important to achieving SDGs 2030

Goal 3: Good health and well-being

Goal 5: Gender Equality

Goal 16: Peace, Justice and Strong institutions

Priya et al. PARTNER: A Persuasive Mental Health and Legal Counselling Dialogue System for Women and Children Crime Victims. In IJCAI 2023.



Mental Health Counseling for Substance Addicts and 
Clinically Diagnosed Individuals: Need & Access

There is a rise in the number of substance 
addicts and mental health patient

Substance addiction and mental health issues 
leads to physical health deterioration, 
cognitive impairments, emotional and 
psychological consequences, behavioral 
issues, suicidal tendenices and many more.

Adequate and timely intervention is important 
to achieving SDGs 2030

Goal 3: Good health and well-being

Access to mental health support is limited

Global Shortage of mental health professionals
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Counseling Dialogue System: Significance

Developing Counseling Dialogue System: A step towards achieving the overarching objective of the SDGs 2030 agenda to 
“leave no one behind”

● Enhanced Accessibility
○ Provides 24/7 support, making mental health services more accessible to individuals in remote areas or 

with mobility issues.
○ Reduces barriers like stigma and scheduling challenges for seeking professional help.

● Scalability
○ Addresses the shortage of trained mental health professionals by serving large populations 

simultaneously.
○ Offers an efficient way to manage high demand during crises or emergencies.

● Personalized Support
○ Tailors responses based on user profiles, emotional state, and conversational context.
○ Incorporates adaptive techniques to cater to diverse needs, such as substance addiction or clinical 

diagnoses.

● Early Intervention
○ Helps identify early signs of distress or mental health issues through natural language interactions.
○ Facilitates timely referrals to human professionals for critical cases.



Politeness and Emotion in Mental Health and 
Legal Counseling of Victims

● Politeness and emotion are crucial aspects of human 

communication

● Perceiving politeness in conversations provides cues 

about the interlocutors' social behaviors 

● Perceiving emotions provides affective information 

about them

Incorporation of these aspects in the 
conversational agents would promote 

engagement

Priya et al. A multi-task learning framework for politeness and emotion detection in dialogues for mental health counselling and legal aid. In Expert Systems With Applications 2023.



Inter-connectedness: Politeness and Emotion 

● Politeness helps to differentiate between emotions such as those linked with apology or anger, both of which 

are intrinsically negative

○ “We are really sorry for the inconvenience. Kindly stay with us for a moment.” - Politeness label: polite and Emotion: apology 

○ “Do hell with your sorry! Get lost.” - Politeness label: impolite and Emotion: anger

Bothe et al. Conversational Analysis of Daily Dialog Data using Polite Emotional Dialogue Acts. In LREC 2022.

Feng et al. EmoWOZ: A Large-Scale Corpus and Labelling Scheme for Emotion Recognition in Task-Oriented Dialogue Systems. In LREC 2022

Priya et al. A Multi-task Learning Framework for Poliness and Emotion Detection in Dialogues for Mental Health and Legal Counseling. In Expert Systems With Applications 2023.



POliteness and EMotion Annotated Dataset (POEM)

● 5000 Mental health and legal counseling conversations 

○ for women and children victims of different crimes (stalking, harassment etc.)

● Between two-humans

○ Once acts as an Agent and other as a Victim

● Annotated with 

○ One of the three politeness labels: polite, neutral, impolite

○ Multi-label emotion categories from 17 emotion classes: anticipation, confident, hopeful, anger, sad, joy, compassion, fear, disgust, 

annoyed, grateful, impressed, apprehensive, surprised, guilty, trust and neutral

Priya et al. A multi-task learning framework for politeness and emotion detection in dialogues for mental health counselling and legal aid. In Expert Systems With Applications 2023..



POEM Dataset Statistics

Dataset Statistics

Politeness and 
Emotion 
Distribution

Priya et al. A multi-task learning framework for politeness and emotion detection in dialogues for mental health counselling and legal aid. In Expert Systems With Applications 2023.



Polite Emotional DailyDialog Dataset

● DailyDialog covers topics from daily life (ordinary life topics to financial 

topics)

● Annotated with

○ 7 emotion categories: anger, disgust, fear, happiness, sadness, suprise and neutral

○ 4 Dialog Acts: inform, question, directive, commisive

○ Politeness: Score in the range 1-5 

■ Score around 3 indicates neutral

■ Score inclined towards 1 indicates impolite

■ Score inclined towards 5 indicates polite

Bothe et al. Conversational Analysis of Daily Dialog Data using Polite Emotional Dialogue Acts. In LREC 2022



Polite Emotional DailyDialog Dataset Statistics

Dataset Statistics

Politeness and 
Emotion 
Distribution

Priya et al. A multi-task learning framework for politeness and emotion detection in dialogues for mental health counselling and legal aid. In Expert Systems With Applications 2023..



Methodology

Priya et al. A multi-task learning framework for politeness and emotion detection in dialogues for mental health counselling and legal aid. In Expert Systems With Applications 2023..



Results on POEM

Priya et al. A multi-task learning framework for politeness and emotion detection in dialogues for mental health counselling and legal aid. In Expert Systems With Applications 2023..



Results on DailyDialog

Priya et al. A multi-task learning framework for politeness and emotion detection in dialogues for mental health counselling and legal aid. In Expert Systems With Applications 2023..



Case Study

Priya et al. A multi-task learning framework for politeness and emotion detection in dialogues for mental health counselling and legal aid. In Expert Systems With Applications 2023..



Generic vs. Counseling Conversation
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During counseling, the Counselor should employ 
different counseling strategies as per going 

conversations and Victim’s state.

I am struggling with my life after that 
incident and am scared to share it with 

anyone.
Victim

Don't worry, can you tell which 
incident made you feel so?

Generic Response

Counselor

I am struggling with my life after that 
incident and am scared to share it with 

anyone.
Victim

Don't worry, you are talking on a safe 
and secure platform. Can you tell 
which incident made you feel so?

Counselor

Incorporation of appropriate
counseling strategy (confidentiality assurance) 

Mishra et al. Help Me Heal: A Reinforced Polite and Empathetic Mental Health and Legal Counseling Dialogue System for Crime Victims. In AAAI 2023..



Politeness and Empathy in Counseling  
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Empathy

➢ Core component of counseling
➢ Promotes effective therapeutic bonding 

and rapport building
➢ Strong associations with positive 

counseling outcomes (Norcross 2002, 
Elliott et al. 2018)

Politeness

➢ Shows the caring behavior
➢ Improves the sense of empathy
➢ Facilitates revelation of personal 

information 
➢ (Lucas et al. 2014, Kim et al. 2018)

Use of polite and empathetic language
● creates familiar, warm and comfortable atmosphere to share their 

feelings and problems
● helps to console users and gain their trust Please don’t be sad, I understand how you feel.

Mishra et al. Help Me Heal: A Reinforced Polite and Empathetic Mental Health and Legal Counseling Dialogue System for Crime Victims. In AAAI 2023..

https://psycnet.apa.org/record/2003-02805-000
https://strathprints.strath.ac.uk/66200/1/Elliott_etal_Psychotherapy_2018_Therapist_empathy_and_client_outcome_an_updated.pdf
https://www.sciencedirect.com/science/article/pii/S0747563214002647
https://dl.acm.org/doi/pdf/10.1145/3170427.3188548


Intro: Politeness and Empathy in Counseling: An 
Example
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For counseling dialogue systems to provide more effective support, 
the conversational agent should behave politely and empathetically.

I am struggling with my life after that 
incident and am scared to share it with 

anyone.

Victim

Kindly don't get scared, we are here 
to help you in a safe and secure 
environment. Please feel free to 

share with us which incident made you 
feel so.

Communication of Politeness 
during counseling

Counselor

I am struggling with my life after that 
incident and am scared to share it with 

anyone.

Victim
We are really sorry to hear about this, 

<user>. We are here to help you in a safe 
and secure environment. We would love to 
know more about your problems to assist 

you better, would you be comfortable 
sharing which incident made you feel so?

Communication of Politeness and Empathy 
(compassionate emotion) during counseling

Counselor

Mishra et al. Help Me Heal: A Reinforced Polite and Empathetic Mental Health and Legal Counseling Dialogue System for Crime Victims. In AAAI 2023.



MHLCD Dataset 
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Mental Health and Legal Counseling Dialogue (MHLCD) dataset

1006 mental health and legal counseling conversations

for women and children victims of different crimes (stalking, online harassment etc.)

Between two humans

one acts as a Counselor (agent) and other as a Victim (user)

11 novel Counseling Strategies

counselor’s utterances are grounded in one of the 11 counseling strategies

Mishra et al. Help Me Heal: A Reinforced Polite and Empathetic Mental Health and Legal Counseling Dialogue System for Crime Victims. In AAAI 2023..



Dataset Annotation
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Aspects

EmpathyCounseling Strategy

Three Labels (Impolite, 
Neural, Polite)

Two Labels (Empathetic and 
Non-empathetic)

Politeness 

Eleven Strategies

Used to build RL fine-tuned 
model

Mishra et al. Help Me Heal: A Reinforced Polite and Empathetic Mental Health and Legal Counseling Dialogue System for Crime Victims. In AAAI 2023..



Dataset Statistics

104Mishra et al. Help Me Heal: A Reinforced Polite and Empathetic Mental Health and Legal Counseling Dialogue System for Crime Victims. In AAAI 2023..



A Sample Conversation
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  The red, blue, and green text represent the counseling strategy, empathy, and 
politeness labels of the agent's utterances, respectively.

Mishra et al. Help Me Heal: A Reinforced Polite and Empathetic Mental Health and Legal Counseling Dialogue System for Crime Victims. In AAAI 2023..



Proposed System: Po-Em-MHLCDS
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Proposed Polite and Empathetic Mental Health and Legal Counseling Dialogue System (Po-Em-MHLCDS)

Mishra et al. Help Me Heal: A Reinforced Polite and Empathetic Mental Health and Legal Counseling Dialogue System for Crime Victims. In AAAI 2023..



Results - Classifiers
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Observations: 
➢ Classifiers achieve significantly well scores in terms of both W-ACC and 

Macro-F1. 
➢ RoBERTa-large performs better than BERT-large on both the metrics.

Mishra et al. Help Me Heal: A Reinforced Polite and Empathetic Mental Health and Legal Counseling Dialogue System for Crime Victims. In AAAI 2023..



 Automatic Evaluation Results - 
Po-Em-MHLCDS
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Here, Po-Em-MHLCDS refers to proposed system considering all rewards and 
Po-Em-MHLCDS-R refers to Po-Em-MHLCDS with no rewards

Mishra et al. Help Me Heal: A Reinforced Polite and Empathetic Mental Health and Legal Counseling Dialogue System for Crime Victims. In AAAI 2023..



 Human Evaluation Results - 
Po-Em-MHLCDS
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Here, Po-Em-MHLCDS refers to proposed system considering all rewards and 
Po-Em-MHLCDS-R refers to Po-Em-MHLCDS with no rewards

Mishra et al. Help Me Heal: A Reinforced Polite and Empathetic Mental Health and Legal Counseling Dialogue System for Crime Victims. In AAAI 2023..



Emotion-adaptive Politeness and Empathy in 
Counseling

Mishra et al. PAL to Lend A Helping Hand: Towards Building an Emotion-adaptive Polite and Empathetic Counseling Conversational Agent. In ACL 2023.

● Politeness and empathy are crucial for developing a 

cordial atmosphere and establishing an emotional bond 

and rapport during the counseling conversation

● Counseling conversational agent should comprehend the 

client’s emotional state and accordingly respond politely 

and empathetically

● Build a novel counseling dialogue system 

○ For substance addicts and crime victims

○ Demonstrates polite and empathetic behavior towards 

clients based on their emotional state



Primary Contributions
● Two counseling conversational datasets annotated with emotion, politeness and empathy labels - 

(EPE-enEIH and EPE-HLCC)

● A novel emotion-adaptive Polite and empAthetic counseLing conversational agent (PAL)

○ Utilized reinforcement learning approach (RL)

○ Design an efficient reward consisting of 

■ Preference rewards: Utterance-emotion-politeness Consistency, Utterance-emotion-empathy Consistency, 

Politeness-adaptive, Empathy-adaptive, Politeness Correctness, Empathy Correctness

■ Generic rewards: Dialogue Flow Consistency and Diversity

○ Rewards helps to to generate engaging, fluent and interactive client’s emotion-adaptive polite and empathetic responses

Mishra et al. PAL to Lend A Helping Hand: Towards Building an Emotion-adaptive Polite and Empathetic Counseling Conversational Agent. In ACL 2023.



EPE-enEIH and EPE-HLCC Datasets
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● EPE-enEIH: A novel counseling conversational dataset in English

○ Prepared by translating Hindi utterances in EmoinHindi (Singh et al. 2022) to English 

○ 1814 conversations focused on mental health and legal assistance of victims

● EPE-HLCC: A novel counseling conversational dataset in English

○ Created by utilizing High-quality and Low-quality Counseling Conversations (HLCC) 
(Pérez-Rosas et al. 2019) dataset 

○ 258 conversations focused on smoking cessation, alcohol consumption, substance abuse, 
weight management, and medication adherence

Mishra et al. PAL to Lend A Helping Hand: Towards Building an Emotion-adaptive Polite and Empathetic Counseling Conversational Agent. In ACL 2023..

https://aclanthology.org/2022.lrec-1.627.pdf
https://aclanthology.org/P19-1088.pdf


PAL

Mishra et al. PAL to Lend A Helping Hand: Towards Building an Emotion-adaptive Polite and Empathetic Counseling Conversational Agent. In ACL 2023.



 Automatic Evaluation Results- PAL

Mishra et al. PAL to Lend A Helping Hand: Towards Building an Emotion-adaptive Polite and Empathetic Counseling Conversational Agent. In ACL 2023..



 Human Evaluation Results - PAL

Mishra et al. PAL to Lend A Helping Hand: Towards Building an Emotion-adaptive Polite and Empathetic Counseling Conversational Agent. In ACL 2023..



Case 
Study

Mishra et al. PAL to Lend A Helping Hand: Towards Building an Emotion-adaptive Polite and Empathetic Counseling Conversational Agent. In ACL 2023..



Polite and Interpersonal Counseling Dialogue 
System 

● To produce effective outcomes during psychotherapy, a 

therapeutic dialogue system needs to utilize various 

psychotherapeutic approaches and should adapt appropriate 

politeness and interpersonal behavior based on 

○ User's personal profile (gender, age and persona) 

○ User’s sentiment

● For the “Young Female Openness” , the user expresses a 

negative sentiment

○ Agent's behaviour in the form of imposing or 

confrontation might make the user more angry or 

dissatisfied

○ It should adapt helping, understanding or empathetic 

behaviour

Mishra et al. e-THERAPIST: I suggest you to cultivate a mindset of positivity and nurture uplifting 
thoughts. In EMNLP 2023.



Research Contributions

● e-THERAPIST - a novel gender, age, persona and sentiment-aware polite and interpersonal 

dialogue system for psychotherapy, fine-tuned in an RL environment

● PsyCon a novel conversational dataset for psychotherapy, and annotated it at two distinct levels - 

○ dialogue-level with gender, age, persona, and psychotherapeutic approach 

○ utterance-level information, viz. sentiment, politeness, and interpersonal behaviour 

information

● Devised a novel reward function incorporating five attribute-specific rewards and two 

response-quality rewards to generate engaging, fluent, and interactive responses tailored to the 

user's sentiment, gender, age, and persona

Mishra et al. e-THERAPIST: I suggest you to cultivate a mindset of positivity and nurture uplifting thoughts. In EMNLP 2023..



PSYCON - Conversational Dataset for 
Psychotherapy

● PsyCon - A novel conversational dataset for psychotherapy

● Interactions between the therapist and the user with psychological issues

○ depression, anxiety, stress, bipolar disorder, disruptive behaviour and dissocial disorders, 

post-traumatic stress disorder (PTSD), and schizophrenia 

● 1,020 dialogues in total

● Created the dataset by prompting this GPT-J model followed by manual intervention to ensure 

quality control

Mishra et al. e-THERAPIST: I suggest you to cultivate a mindset of positivity and nurture uplifting thoughts. In EMNLP 2023..



Dataset Annotation
● Dialogue-level 

○ Gender: male, female

○ Age: young, adult, elder

○ Persona: Openness, Conscientiousness, Extraversion, Agreeableness, Neuroticism 

○ Psychotherapeutic approach : Directive, Non-directive, Eclectic

● Utterance-level information

○ Sentiment: Positive, Negative, Neutral

○ Politeness: Polite, Moderately polite, Impolite

○ Interpersonal behaviour: Directing, Helpful, Understanding, Complaint, Imposing, 

Confrontational, Dissatisfied, Uncertain

Mishra et al. e-THERAPIST: I suggest you to cultivate a mindset of positivity and nurture uplifting thoughts. In EMNLP 2023..



PSYCON Dataset Statistics

Metrics Train Validation Test

# of Dialogues 816 102 102

# of Utterances 19568 2692 2811

Avg. Utterances per Dialogue 23.98 26.39 27.56

Mishra et al. e-THERAPIST: I suggest you to cultivate a mindset of positivity and nurture uplifting thoughts. In EMNLP 2023..



Proposed Methodology

Mishra et al. e-THERAPIST: I suggest you to cultivate a mindset of positivity and nurture uplifting thoughts. In EMNLP 2023..



Evaluation Metrics

Automatic Evaluation

● Gender-Age consistency (GA
c
) 

● Persona consistency (P
c
)

● Psychotherapeutic approach correctness (CT
c
)

● Politeness correctness (Po
c
) 

● Interpersonal behaviour correctness (IB
c
)

● Perplexity (PPL)

● BERTScore (BS_F1)

● Response Length (R-LEN)

Human Evaluation

● Gender-Age consistency (GA
c
) 

● Persona consistency (P
c
)

● Psychotherapeutic approach correctness (CT
c
)

● Politeness correctness (Po
c
) 

● Interpersonal behaviour correctness (IB
c
)

● Fluency (F)

● Consistency (C)

● Non-repetitiveness (N
R
)

Mishra et al. e-THERAPIST: I suggest you to cultivate a mindset of positivity and nurture uplifting thoughts. In EMNLP 2023..



Automatic Evaluation Results
Model GAc Pc CTc Poc IBc PPL BSF1 RLEN

LM 78.4% 72.1% 79.5% 80.2% 73.6% 4.26 0.68 15.61

ARDM 80.4% 73.3% 80.0% 81.5% 74.2% 3.57 0.74 16.82

GPT-Critic 80.7% 73.8% 80.6% 82.7% 73.1% 3.86 0.69 15.94

SLLM 85.4% 80.1% 86.3% 84.6% 77.8% 3.26 0.81 19.79

e-THERAPIST-R 85.1% 79.7% 86.8% 84.5% 77.5% 3.09 0.84 19.26

e-THERAPIST-ASR 86.1% 80.8% 87.2% 86.2% 79.8% 3.06 0.87 20.12

e-THERAPIST-RQR 87.5% 82.3% 88.7% 87.9% 80.5% 2.97 0.88 22.79

SLLM+PPO 89% 83.9% 91.5% 91.3% 82.3% 2.67 0.89 23.01

e-THERAPIST 90.1% 84.1% 92.6% 92.5% 83.4% 2.52 0.89 23.89

Mishra et al. e-THERAPIST: I suggest you to cultivate a mindset of positivity and nurture uplifting thoughts. In EMNLP 2023..



Human Evaluation Results
Model GAc Pc CTc Poc IBc F C NR

LM 2.02 2.21 2.07 2.10 2.39 2.17 2.39 2.01

ARDM 2.88 2.74 2.77 2.81 2.80 2.79 2.83 2.29

GPT-Critic 2.98 2.83 2.81 2.90 2.91 2.86 2.91 2.34

SLLM 3.50 3.67 3.80 3.75 3.41 3.89 3.44 3.21

e-THERAPIST-R 3.53 3.45 3.86 3.84 3.50 4.11 4.05 3.72

e-THERAPIST-ASR 3.75 3.70 4.01 3.91 3.72 4.32 4.27 3.82

e-THERAPIST-RQR 3.97 3.91 4.12 4.09 3.89 4.45 4.33 3.97

SLLM+PPO 4.10 4.06 4.38 4.30 4.01 4.55 4.50 4.05

e-THERAPIST 4.21 4.10 4.42 4.35 4.02 4.62 4.60 4.08

Mishra et al. e-THERAPIST: I suggest you to cultivate a mindset of positivity and nurture uplifting thoughts. In EMNLP 2023..



Politeness, Empathy and Persuasion in Counseling  
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Empathy

➢ Core component of counseling
➢ Promotes effective therapeutic bonding and rapport 

building
➢ Strong associations with positive counseling 

outcomes (Norcross 2002, Elliott et al. 2018)

Politeness

➢ Shows the caring behavior
➢ Improves the sense of empathy
➢ Facilitates revelation of personal information 
➢ (Lucas et al. 2014, Kim et al. 2018)

Use of polite, empathetic and persuasive language
● helps to console users and gain their trust
● creates familiar, warm and comfortable atmosphere to share 

their feelings and problems
● assists in convincing the users and change their attitudes 

and beliefs in their own best interest 

Persuasion

➢ Improves health-related self management 
competencies (Orji et al. 2014)

➢ Facilitates positive change
➢ Improves knowledge, awareness or understanding 

to help people achieve better health (Althoff et al. 
2016, Liang et al. 2019)

Priya et al. PARTNER: A Persuasive Mental Health and Legal Counselling Dialogue System for Women and Children Crime Victims. In IJCAI 2023.

https://psycnet.apa.org/record/2003-02805-000
https://strathprints.strath.ac.uk/66200/1/Elliott_etal_Psychotherapy_2018_Therapist_empathy_and_client_outcome_an_updated.pdf
https://www.sciencedirect.com/science/article/pii/S0747563214002647
https://dl.acm.org/doi/pdf/10.1145/3170427.3188548
https://core.ac.uk/download/pdf/226165075.pdf
https://watermark.silverchair.com/tacl_a_00111.pdf?token=AQECAHi208BE49Ooan9kkhW_Ercy7Dm3ZL_9Cf3qfKAc485ysgAAArcwggKzBgkqhkiG9w0BBwagggKkMIICoAIBADCCApkGCSqGSIb3DQEHATAeBglghkgBZQMEAS4wEQQM7C06GjgBVh01TjIAAgEQgIICajp5oiTGVL4WRfVGK8BKAS1pQPX9i6Z64Z1CtEx-gLG7wrdU89GawdzxU1oU6PGWMqi2wQwHYNCbpmoF19Y2H3xK3cq4hxsd18BeI-EKnh_8uvkDiDs4fW-ojPxWmHFP2QGvNAbIU3hm_0A7aS3Zk38jRzo0QdAFa_On5sMpHpUy7ZXz3wCftKnougY7vOhu04eP-CEW8WIrXqKuTvTGkexs_KUJRjLzMoRIZep0U9ms-LuYURRzrI9XCKc4XGNtgCftI2AMbVuGkdyrhiIOal6JkGmxqStLDx0893k108ch0CtY4EHB4pyttSQjltJ2uc2a5yAGDvtc7UQBSi_6Q1w2fnQxbmE98Tmrt8x8ef9hdQ0UmGDSMXovYnfe2MrepkXvtZhc6uamGZq1ibQ31JND9-kBUPVQkt00w-5v6c5WiKtFoOswry8fgGkpYDzqNGcblrJ2Y8Gj1lQEx9-Bj0bA7_1MaZJANDsf7noc1d-QIQJjUnSgabfJa2aRBzZC9Q1m2lkmITuYkts5zcifdrLwHBGX7mjMlgkQZaGmymyecVp3GGJtiRY4TbhULcuU0Gn9FrUxaPz6tENJXtrZt3JCpdWL7OJoCRodmSOzuQCC3rSMGyCMGFUZwg7r6AiRiSbyMqLsOX-R0ceByAY-mahDZQoGhO3ohXBHsIIheSkpLYrwdH1PiRn5shDBG9ji-VxbNKI24HsodtwL0aLzjohsSvcof5fy_PSO6u3K_8eDKWRtMOO1QQ8UsbtanDSpFXUNCz-742FdDb8whSSqxKr28LBFLC_AlF6k1LKrGce4Y3uFwES-_fOf1g
https://watermark.silverchair.com/tacl_a_00111.pdf?token=AQECAHi208BE49Ooan9kkhW_Ercy7Dm3ZL_9Cf3qfKAc485ysgAAArcwggKzBgkqhkiG9w0BBwagggKkMIICoAIBADCCApkGCSqGSIb3DQEHATAeBglghkgBZQMEAS4wEQQM7C06GjgBVh01TjIAAgEQgIICajp5oiTGVL4WRfVGK8BKAS1pQPX9i6Z64Z1CtEx-gLG7wrdU89GawdzxU1oU6PGWMqi2wQwHYNCbpmoF19Y2H3xK3cq4hxsd18BeI-EKnh_8uvkDiDs4fW-ojPxWmHFP2QGvNAbIU3hm_0A7aS3Zk38jRzo0QdAFa_On5sMpHpUy7ZXz3wCftKnougY7vOhu04eP-CEW8WIrXqKuTvTGkexs_KUJRjLzMoRIZep0U9ms-LuYURRzrI9XCKc4XGNtgCftI2AMbVuGkdyrhiIOal6JkGmxqStLDx0893k108ch0CtY4EHB4pyttSQjltJ2uc2a5yAGDvtc7UQBSi_6Q1w2fnQxbmE98Tmrt8x8ef9hdQ0UmGDSMXovYnfe2MrepkXvtZhc6uamGZq1ibQ31JND9-kBUPVQkt00w-5v6c5WiKtFoOswry8fgGkpYDzqNGcblrJ2Y8Gj1lQEx9-Bj0bA7_1MaZJANDsf7noc1d-QIQJjUnSgabfJa2aRBzZC9Q1m2lkmITuYkts5zcifdrLwHBGX7mjMlgkQZaGmymyecVp3GGJtiRY4TbhULcuU0Gn9FrUxaPz6tENJXtrZt3JCpdWL7OJoCRodmSOzuQCC3rSMGyCMGFUZwg7r6AiRiSbyMqLsOX-R0ceByAY-mahDZQoGhO3ohXBHsIIheSkpLYrwdH1PiRn5shDBG9ji-VxbNKI24HsodtwL0aLzjohsSvcof5fy_PSO6u3K_8eDKWRtMOO1QQ8UsbtanDSpFXUNCz-742FdDb8whSSqxKr28LBFLC_AlF6k1LKrGce4Y3uFwES-_fOf1g
https://arxiv.org/pdf/2107.10410.pdf


Politeness and Empathy Strategies with 
Persuasion in Counseling: An Example

127

I am getting anxiety attacks after that incident. I often panic and feel restless. Help me.

Victim

Don't worry and tell us which incident you are talking about?Generic Response

Don’t worry, we will surely help. Could you please tell us which incident 
you are talking about?

We understand that anxiety attacks are scary and painful. Don’t worry, 
we will surely help. Can you please let us know which incident you are 

talking about?

Politeness Strategy- 
adaptive Response

Counselor
Politeness and Empathy 

Strategy-adaptive 
Response

We understand that anxiety attacks are scary and painful. Don’t worry, 
we will surely help. A small step can relieve you from all pains, trust us 

and please let us know which incident you are talking about?

Politeness and Empathy 
Strategy-adaptive 

Persuasive Response

Priya et al. PARTNER: A Persuasive Mental Health and Legal Counselling Dialogue System for Women and Children Crime Victims. In IJCAI 2023.



Key Contributions
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➢ A mental HEalth and legAl CounseLing Dataset - HEAL

➢ A Politeness and empAthetic strategies-adaptive peRsuasive dialogue sysTem for meNtal 
health and lEgal counselling of cRime victims (PARTNER) 

○ Utilized reinforcement learning approach (RL)

○ Design an efficient reward consisting of 

■ Task-specific rewards: Counselling Dialogue Act Consistency, Politeness Strategy, 
and Empathy Strategy

■ Generic rewards: Retainment and Naturalness

○ Rewards are calculated using different classifiers, viz. Counselling Dialogue Act 
classifier, empathy strategy classifier and politeness strategy classifier

○ Rewards helps to generate correct counseling act, politeness strategy and empathy 
strategy adaptive responses while ensuring naturalness and engagingness in the 
generated response

Priya et al. PARTNER: A Persuasive Mental Health and Legal Counselling Dialogue System for Women and Children Crime Victims. In IJCAI 2023.
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Counselling Act

Counselling acts in counselling conversations

➢ Understand the adequate requirement of the victims and act accordingly

○ persuading the victims

○ offering counselling support/legal aid 

○ performing casual actions like information seeking/delivery

➢ Facilitate the development of counselling conversational systems for the 
victims

Priya et al. PARTNER: A Persuasive Mental Health and Legal Counselling Dialogue System for Women and Children Crime Victims. In IJCAI 2023.
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Politeness and Empathy Strategies in 
Counseling  

Politeness strategy
Help minimize threats to victim’s self-esteem

Empathy Strategy
Emotional and Cognitive understanding of victim’s situation

Please don’t be sad, I understand how you feel.

Priya et al. PARTNER: A Persuasive Mental Health and Legal Counselling Dialogue System for Women and Children Crime Victims. In IJCAI 2023.



HEAL Dataset
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● # conversations- 216 

● Between two humans

○ one acts as a Counselling bot (agent) and other as a 
Victim (user)

● # Counseling Acts- 8

○ counselor’s each utterance is grounded in one of the 
8 counseling acts

● # Empathy Strategies-7

○ counselor’s each utterance is grounded in one of the 7 
empathy strategies

● # Politeness Strategies-3 

○ counselor’s utterances are grounded in one of the 3 
politeness strategies (Brown et al. 1987) 

Metrics Train Dev Test

No. of Dialogues 162 22 32

No. of Utterances 4133 407 664

Average no. of 
utterances per 
dialogue

25.51 18.50 20.75

Dataset Statistics

Priya et al. PARTNER: A Persuasive Mental Health and Legal Counselling Dialogue System for Women and Children Crime Victims. In IJCAI 2023.



Counselling Act- meeting the adequate 
requirement of victims 
Act Purpose

Counselling support Provide various support services like medical help, mental health-related aid, NGOs information etc. during 
counselling based on the victim’s need

Legal assistance  Ensures legal assistance to the victims

Persuasion Assists the victims in developing a readiness to seek professional assistance by compelling them to adhere to 
specific recommendations, modifying their attitudes and beliefs in their own best interests, and fostering a sense 
of readiness to do so

Seek information Request for a few basic information in order to comprehend the problem and provide relevant assistance

Deliver information Provide information pertaining to the problem being discussed

Re-check assistance Inquires for further help or clarification about the problem under discussion

Greet Typically, each conversation begins with a greeting from one speaker and an appropriate response from the 
other

Closing remark Marks the end of the conversation

Priya et al. PARTNER: A Persuasive Mental Health and Legal Counselling Dialogue System for Women and Children Crime Victims. In IJCAI 2023.



Empathetic Strategies- to establish a personal, 
friendly, and empathetic connection with the victim 

Strategy Purpose

Reflective listening Demonstrates a genuine curiosity to learn and delve deeper into the details shared by the victims, creating a 
sense that the bot is genuinely interested in listening to them

Confidential comforting Displays genuine interest and concern for the privacy of the victims, providing assurance that any information 
shared will be treated with the utmost confidentiality

Evoke motivation Encourages the victims to embrace a forward-looking perspective and participate in activities that promote 
feelings of positivity and optimism

Express emotional support Provides emotional solace or words of encouragement to entirely comprehend the problems faced by the 
victims and the intensity of their emotions

Offer counselling Provides essential mental health and legal counselling advice, along with contact information of experts, 
whom the victim can reach out to for further guidance and assistance.

Escalate assurance Reassures the victims that they are never to blame for any form of assault and firmly conveys the message 
that they are not alone, emphasizing that they can always seek help and support.

No strategy Assigned to the utterances which do not utilize any empathy strategy

Priya et al. PARTNER: A Persuasive Mental Health and Legal Counselling Dialogue System for Women and Children Crime Victims. In IJCAI 2023.



Proposed System Architecture: PARTNER

134

Priya et al. PARTNER: A Persuasive Mental Health and Legal Counselling Dialogue System for Women and Children Crime Victims. In IJCAI 2023.



Results - Classifiers
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Observations

➢ Classifiers achieve significantly well scores in terms of both W-ACC and Macro-F1. 

➢ RoBERTa-large performs better than BERT-large on both the metrics.

Priya et al. PARTNER: A Persuasive Mental Health and Legal Counselling Dialogue System for Women and Children Crime Victims. In IJCAI 2023.



 Automatic Evaluation Results - PARTNER

136

Observations

➢ High CoAct, EmpStr, and PolStr scores depicts that PARTNER generate appropriate 
counselling act, empathy, and politeness strategy-adaptive responses

➢ Low PPL and longer R-LEN suggest generation of contextually adequate and fluent 
responses

Priya et al. PARTNER: A Persuasive Mental Health and Legal Counselling Dialogue System for Women and Children Crime Victims. In IJCAI 2023.



 Human Evaluation Results - PARTNER

137

Observations

➢ High CounC, EmpC, PolC, Nats, Corr, and NRep scores depicts that PARTNER is able to 
generate natural , accurate, and non-repetitive counseling utterance utilizing correct 
politeness and empathy strategies. 

Priya et al. PARTNER: A Persuasive Mental Health and Legal Counselling Dialogue System for Women and Children Crime Victims. In IJCAI 2023.



Politeness in Persuasion



Role of Politeness for Persuasive Dialogue Systems

● Shows genuine care about the other person's opinions and experiences

○ Helps build trust, create a sense of connection, and make the other person more receptive to your ideas or suggestions.

● Enables to anticipate and address potential objections or barriers to persuasion

○ Understanding the other person's concerns can help adjust the approach and provide relevant solutions or counterarguments that 

are more likely to resonate with them

Persuasion helps foster a more open and 
respectful dialogue, increasing the chances of 
successfully persuading and influencing others



Personalized Persuasion
● Persuasive conversations employ intricate organization of strategic disclosures and appeals

● Personalized persuasion combines both strategies and user information related to the outcome of interest to 

achieve better persuasion results

○ User information: demographic and psychological backgrounds including personality, morality, value systems

● Personalized Persuasion aims to produce desired changes by making the information personally relevant and 

appealing

Wang et al. Persuasion for good: Towards a personalized persuasive dialogue system for social good. In ACL 2019..



Personalized Persuasion for Charity Donation

● This work lays down the foundation for building automatic personalized persuasive conversational system

● Collected persuasive conversations for charity donation task

● Identified various persuasive strategies

● Analyzed the relations among participants’ demographic backgrounds, personality traits, value systems, and their 

donation behaviors

● Analyzed what types of persuasion strategies worked more effectively for what types of personal backgrounds. 

Wang et al. Persuasion for good: Towards a personalized persuasive dialogue system for social good. In ACL 2019..



Persuasive Strategies
● Logical appeal

● Emotion appeal

● Credibility appeal

● Foot-in-the-door

● Self-modeling 

● Personal story

● Donation information

● Source-related inquiry 

● Task-related inquiry

● Personal-related inquiry

● Non-strategy dialogue acts

Wang et al. Persuasion for good: Towards a personalized persuasive dialogue system for social good. In ACL 2019..



Persuasive Conversation

EE: Persuadee, ER: Persuader
Wang et al. Persuasion for good: Towards a personalized persuasive dialogue system for social good. In ACL 2019..



Polite and Empathetic Persuasion
Build a polite and empathetic dialogue system for persuading the users for charity donation

Mishra et al. PEPDS: A Polite and Empathetic Persuasive Dialogue System for Charity Donation. In COLING 2022. 

Persuasive conversations: 
● Influence other person’s attitude or intention.
● Identified by cause or stimulus and attitude.

Its characteristics:
May fail even with compelling arguments.

Use of empathy and polite tone
may evoke better connection, cognitive and emotional 
processing conducive to persuasion.

I am not ready to donate 
right now.

Do you reconsider 
for 10?  

Only a little help may save the 
children as a whole. Would 
you like to reconsider for 10? 



Polite and Empathetic Persuasive Dialogue System 
(PEPDS)

Mishra et al. PEPDS: A Polite and Empathetic Persuasive Dialogue System for Charity Donation. In COLING 2022. 



Dataset Annotation

Mishra et al. PEPDS: A Polite and Empathetic Persuasive Dialogue System for Charity Donation. In COLING 2022. 

Aspects

Politeness Strategy Emotion
● Three Strategies ● 23 emotions

EmpathyEPP4G
● Used to build RL 

fine-tuned model.
● 2 labels: 0 (non-emp) or 1 (emp)

ETP4G
● Used to build Empathetic Transfer Model.



Results: Automatic Evaluation 

Mishra et al. PEPDS: A Polite and Empathetic Persuasive Dialogue System for Charity Donation. In COLING 2022. 

Results of automatic evaluation. Here, PEPDS refers to our proposed syd system consisting of empathetic 
transfer model. Here, PDS refers to only the fine-tuned RL-system on rewards.



Results: Human Evaluation 

Mishra et al. PEPDS: A Polite and Empathetic Persuasive Dialogue System for Charity Donation. In COLING 2022. 



Generated 
Example 

Mishra et al. PEPDS: A Polite and Empathetic Persuasive Dialogue System for Charity Donation. In COLING 2022. 



Trends in Computation Politeness Research



Politeness Dynamics in LLMs Interactions

LLMs (Large Language Models) Behavior

● Trained on human interactions, LLMs like ChatGPT:

○ Generate respectful, collaborative outputs when treated politely.

○ Avoid engaging with derogatory or offensive language.

○ Microsoft Bing AI: Disapproves of derogatory speech.

○ ChatGPT: Advises against offensive language or emphasizes its lack of emotions.

Human-LLM Interaction

● Human Politeness:

○ Influences collaborative output quality.

● LLM Politeness:

○ Essential for fostering trust and effective communication



Can LLMs Predict Politeness?

Li et. al 2023. How Well Can Language Models Understand Politeness?. In 2023 IEEE Conference on Artificial Intelligence (CAI). IEEE, 230–231.



Issues in Computational Politeness Research

● Lack of Annotated Data

○ Data scarcity limits the training of robust models.

○ Heavy reliance on manually created datasets.

● Subjectivity in Politeness

○ Variability in annotations due to personal and cultural differences.

○ Diverse inter-annotator agreement scores.

● Data Annotation Challenges

○ Manual annotation is time-intensive and costly.

○ Quality concerns in large-scale annotations.

● Limited Multilingual Resources

○ Majority of resources focus on English.

○ Limited datasets for languages like Hindi and Chinese.



Conclusion

Computational politeness research has advanced through four milestones:

1. Feature-based identification and induction.

2. Contextual incorporation in politeness modeling.

3. Analysis of social factors (e.g., culture, age, gender).

4. Exploration of socio-linguistic cues like emotions and dialogue acts.



Conclusion

● Datasets and methodologies for politeness annotation are evolving, with supervised techniques being 

the most prominent.

● Contextual inclusion and deep learning-based approaches are enhancing the study of politeness.

● Issues persist in the form of limited annotated corpora and subjectivity in annotations.



Future Directions
1. Politeness Variation Across Social Factors

○ Model politeness variation by age, gender, and culture for adaptive human-like systems.

2. Integration with Socio-Linguistic Cues

○ Extend analysis of politeness-emotion and politeness-dialogue act relationships using advanced deep 

learning and LLMs.

3. Domain and Language Expansion

○ Investigate politeness in low-resource languages (e.g., Hindi, Spanish).

○ Explore domain-specific politeness in education, healthcare, and other contexts.

4. Deep Learning for Contextual Retrieval

○ Utilize architectures to capture conversation-specific and user-specific knowledge.

5. Politeness for Social Good Applications

○ Mental health counseling: Foster trust and rapport in dialogue systems.

○ Persuasion and negotiation: Create empathetic and constructive communication systems.

○ New domains: Education, environmental monitoring, and more.

○ Vision: Build AI systems that are empathetic, engaging, and capable of fostering positive societal impact 

through effective communication
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